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ABSTRACT
This paper describes the BumbAR approach for composing multimedia presentations and evaluates it through a qualitative study based on the Technology Acceptance Model (TAM). The BumbAR proposal is based on the event-condition-action model of Nested Context Model (NCM) and explores the use of augmented reality and real-world objects (markers) as an innovative user interface to specify the behavior and relationships between the media objects in a presentation. The qualitative study aimed at measuring the users’ attitude towards using BumbAR and an augmented reality environment for authoring multimedia presentations. The results show that the participants found the BumbAR approach both useful and easy-to-use, while most of them (66,67%) found the system more convenient than traditional desktop-based authoring tools.
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1 INTRODUCTION
Multimedia authoring processes support the development of multimedia products (such as interactive movies and presentations) by integrating media objects of different types (e.g., pictures, sounds, and videos) in a synchronized and meaningful way. Indeed, even though the value of a multimedia content is greatly dependent on the quality of the individual media objects that compose it, it is only with an appropriate composition of all the media elements into a well-suited presentation that users will actually enjoy them and have a good quality of experience [28]. A common way of representing interactive multimedia presentations is through multimedia documents, such as those represented in HTML [13], SMIL [29], and NCL [34].

On the one hand, most of the state-of-the-art multimedia document models favor a clear separation of the specification of the media objects that compose the multimedia presentation and the synchronism specification—which defines the temporal inter-dependence between the media objects—among these media objects. On the other hand, there are also some differences in the authoring metaphors for synchronism specification currently in use by the multimedia document models. Some of them explicitly specified a first-class entity for the synchronism specification, called links (e.g., in NCL and HTML). In other cases, media objects are organized into hierarchical structures, called temporal compositions, that implicitly defines the synchronization of media objects (e.g., the par and seq containers in SMIL). Also, some of these document models support other types of compositions (e.g., the context and div elements in NCL and HTML, respectively) as a way to ease the task of authoring and structure complex documents. In any case, the synchronism specification is one of the most time-consuming tasks in the multimedia authoring process.

Although the concepts used in the aforementioned document models are usually easy to learn, their textual representation is not easy to be handled by non-programmers, who are usually more willing to use a visual representation of the model. Multimedia authoring tools are software that support the design and implementation of multimedia presentations aiming at simplifying the authoring process and allowing non-programmers to create such presentations. Indeed, the development of a multimedia authoring tool that simplifies the authoring process may increase user’s engagement in developing multimedia presentations, opening new possibilities to creative people to draft and create new multimedia experiences. Since the most common way to interact with a computer today is still through a GUI (Graphical User Interface) following a...
We briefly discuss some of them in what follows. WIMP (windows, icon, menus, pointers, typically a mouse), most of the current multimedia authoring tools use such paradigm.

Different from previous works, this work proposes the BumbAR approach for composing multimedia presentations. Instead of using a traditional WIMP/GUI approach, BumbAR explores the use of augmented reality (AR) as an innovative user interface for the authoring process of multimedia presentations. AR is defined by Carmigniani et al. [7] as “a real-time direct or indirect view of a physical real-world environment that has been enhanced/augmented by adding virtual computer-generated information to it.” Indeed, in recent years, AR has been used in a diverse range of research fields such as games [24] and education [41]. In addition, the use of AR has demonstrated to increase users’ enjoyment in performing tasks [5, 15, 41]. In the proposed approach, AR-based interaction techniques are used to create the temporal relationships between media objects that are part of a multimedia presentation.

To detail the BumbAR approach, the rest of the paper is organized as follows. Section 2 presents some related work, discussing how they compare with BumbAR. Section 3 details the BumbAR concepts, its interface, and a prototype implementation of the BumbAR approach. Section 4 presents a subjective evaluation of BumbAR using the Technology Acceptance Model (TAM). The main goal of the evaluation is to gather evidence whether or not the potential users will well receive the proposed interaction model. Finally, Section 5 discusses our final considerations and point out future work.

## 2 RELATED WORK

The works related to this paper and that BumbAR builds on can be broadly classified in traditional authoring tools for multimedia presentations, AR-based authoring tools, and tangible user interfaces. We briefly discuss some of them in what follows.

### Authoring Tools for Multimedia Presentations

Similar to traditional authoring tools for multimedia presentations — e.g. GRINS [6], LimSee3 [11], Adobe Flash/Adobe Animate [2], NEXT [26], and NCL Composer [4] — the primary goal of BumbAR is to allow users without programming skills to create multimedia content. Different from those tools, BumbAR does not use the traditional GUI/Desktop-based interface, but explores the use of AR and real-world objects (markers) to specify the behavior and relationships between the media objects in the presentation. By doing so, we aim at exploring new metaphors for authoring multimedia content, which can also engage and entertain the user at the same time.

In particular, even though using different interaction techniques, the BumbAR underlying conceptual model is based on NCM (Nested Context Model) [35], which is also followed by the GUI-based approach of NCL Composer [4]. BumbAR also exports the authored content to NCL (Nested Context Language) [34], allowing the final application to run on digital TV sets or web browsers (e.g., using WebNCL [25] or NCL4Web [32])

### AR-Based authoring tools

Although today most of the AR content is still created by system developers, some authoring tools have been proposed to create augmented reality content. They usually provide complex tools for designers to model 3D objects and associate them with physical objects and markers. Most of them, however, still follows a GUI/desktop-based approach (e.g. [19, 22–24, 30, 33]). Others, more related to this work, provide an immersive or mixed GUI/immersive approach for creating AR content.

For instance, Langlotz et al. [21] present a system that targets an inexperienced audience to create AR content based on mobile devices. By directly interacting with the mobile device using a touchscreen, the system allows authors to generate registered 3D primitives, modify registered 3D primitives, apply textures to the registered 3D objects, and generate registered 2D objects (which can serve as annotations). While the proposal is interesting, there is no evaluation of the target audience. Thus it is hard to know how good it is from the end users’ point of view.

Vera and Sánchez [39] and Vera et al. [40] also present an ongoing work on the development of an AR-based authoring tool, named SituAR, for creating in-situ AR content. The main goal of the approach is to enhance points of interest (POIs) for smart cities. As features envisioned to SituAR the authors mention: creating and visualizing annotations, viewing a map, and expanding nearby annotations. As previously mentioned, the proposed approach is still an on-going project, and the cited papers do not provide enough details for a more detailed comparison.

Different from the authoring tools for AR content mentioned above, the content created by our proposal is not itself AR content. Our main goal is to explore AR as an innovative user interface for creating traditional multimedia presentations (i.e., composed of images, texts, videos, etc.).

Closer to our work, Shin et al. [31] also aim at creating an AR-based authoring tool for a non-AR content. The AR-based tool proposed by Shin et al. aims at creating storyboards. By using the proposed item block (AR markers), it is possible to specify the characters, background information, stage properties, action, and facial expressions. By placing character-based items in the camera view, it is possible to determine the pose of the corresponding 3D models in the scene. Dynamic components (e.g., actions and facial expressions) can be placed anywhere within the camera view. Although of different nature (we are mainly interested in the temporal behavior of a multimedia presentation whereas Shin et al. are interested in storyboards for 3D scenes) the linking phase (detailed in Section 3) proposed in this paper is related to the dynamic components proposed by Shin et al.. One of the drawbacks of Shin et al. [31], however, is that there is no user-related evaluation work.

Finally, although we are mainly interested in specifying the behavior of traditional multimedia presentations, some of the concepts and interaction techniques used in this paper can also be useful for other AR-based authoring tools (to both AR and non-AR content).

In special, the event-based NCM concepts, in which BumbAR is inspired, can serve as annotations. While the proposal is interesting, there is no evaluation of the target audience. Thus it is hard to know how good it is from the end users’ point of view.

### Tangible User Interfaces

Another area related to our research is the Tangible User Interfaces [17]. The main goal of this area is to provide tangible interfaces...
so that users can use traditional physical objects as interactive elements with the computer. Indeed, AR technologies can be used as a basis for “easing” the development of many tangible user interfaces, and there are plenty of examples of integrating both. For instance, Ha et al. [14] provide a mixed GUI and TUI (Tangible User Interface) to create AR content. In the work, the authors provide an authoring tool for eBooks enhanced with AR features. The tangible interface is composed of a cubical box attachable to a mouse input and with multiple markers printed on the box. Similarly, as will be clear during the remainder of the paper, we are also providing a tangible (AR marker-based) interface in which authors create content by interacting with physical objects. But, differently, our main focus is on an interface for creating multimedia presentations. To the best of our knowledge, this is the first work exploring such approach for creating traditional multimedia presentations.

3 THE BUMBAR APPROACH

The main contribution of this paper is the proposal and evaluation of an AR-based authoring process for creating multimedia presentations. The proposed authoring process is implemented in the BumbAR authoring tool, which allows authors to create the multimedia content, preview its final result, and export it to be presented on web browsers or digital TV sets.

In what follows, we discuss the proposed authoring process (Section 3.1) and its implementation in the BumbAR tool (Section 3.2).

3.1 Authoring Process

The authoring process of multimedia presentations using BumbAR consists of two distinct phases: media configuration and linking.

The media configuration phase

In the media configuration phase, the authors must define the media objects that are part of the presentation and its properties. Also, each media object is associated with a unique custom AR marker, which is dynamically chosen by the author.

A media object is identified by its name and its URL (Uniform Resource Locator), which points to its media content file. Common media object types supported by BumbAR are the following: text, image, video, and audio.

Moreover, a media object contains properties, which define how it is presented. In the BumbAR approach, the supported media object properties are the common ones of 2D multimedia presentations, such as the media object position in the screen (x and y), its size (width and height), transparency, and volume.

With regards to the spatial properties, the position, and size of the media objects are measured in a 2D Cartesian coordinate system varying from 0 to 1, as shown in Figure 1. The origin of the system (0, 0) is at the left-bottom of the screen, and (1, 1) is at the right-top of the screen. For instance, if the height of a media object m1 is 0.5, that means its height is 50% of the screen’s height. Also, the zIndex property defines the overlap order of the media object. A media object with greater zIndex value is in front of a media object with a lower zIndex value.

The linking phase

In the linking phase, the authors define how the multimedia presentation evolves over time, and how it reacts to users’ interaction. To do so, they use an AR-based user interface in which the previously configured AR markers for the media objects are dynamically combined with behavior-related AR markers. Such a combination is mainly performed by physically dragging and colliding media objects and behavior-related AR markers in the real world, which results in creating relationships between the media objects, as detailed below. In addition, to highlight the different AR marker and provide feedback for the users, each AR marker is rendered in the AR view as a cube-based 3D object, which we call an AR block.

The relationships defined between the media objects follows the Nested Context Model (NCM) [35]. By dragging and colliding the media objects and behavior-related AR blocks, the authors can create links (more specifically, causal links). A causal link determines that when a condition (e.g., an event is triggered) is satisfied, one or more actions are executed. Each supported condition and action is represented by a different AR marker and a different AR block.

Table 1 shows the templates used for the supported AR block types. (The symbols used for individual AR markers and blocks, however, vary based on the specific condition, action, or media object. For instance, although following the same template, an onBegin condition AR block has a different symbol and underlying name than the onEnd AR block shown on the first line of Table 1.) Table 2 shows the individual conditions and actions currently supported by BumbAR. The icons used for each of them are based on the visual notation created by Laiola Guimarães et al. [20].

To create a causal link between two media objects, the authors must:

1. mark the media object blocks that are part of the condition of the link, creating a media-condition block;
2. mark the media object blocks that are part of the actions of the link, creating a media-action block; and
3. associate the media-condition blocks with the media-action blocks, creating the causal link.

The step (1) above is performed by dragging and colliding a condition block with a media block. By doing so, an icon representing the used condition is attached to the right-top corner of the media block, and it becomes a media-condition block. A media-condition block is
Table 1: The BumbAR augmented reality block templates

<table>
<thead>
<tr>
<th>Block type</th>
<th>Usage</th>
<th>AR marker</th>
<th>AR block</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition</td>
<td>It is used to represent conditions.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td>It is used to represent actions.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Media</td>
<td>It is used to represent a media object.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial</td>
<td>It is used to define the media object that starts when the multimedia presentation starts.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Conditions and actions used in BumbAR

<table>
<thead>
<tr>
<th>Name</th>
<th>Role</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>onBegin</td>
<td>condition</td>
<td>Triggered when the media object starts.</td>
</tr>
<tr>
<td>onEnd</td>
<td>condition</td>
<td>Triggered when the media object stops or ends.</td>
</tr>
<tr>
<td>onAbort</td>
<td>condition</td>
<td>Triggered when the media object is aborted.</td>
</tr>
<tr>
<td>onPause</td>
<td>condition</td>
<td>Triggered when the media object is paused.</td>
</tr>
<tr>
<td>onResume</td>
<td>condition</td>
<td>Triggered when the media object continues after being paused.</td>
</tr>
<tr>
<td>start</td>
<td>action</td>
<td>Starts the media object.</td>
</tr>
<tr>
<td>stop</td>
<td>action</td>
<td>Stops the media object.</td>
</tr>
<tr>
<td>abort</td>
<td>action</td>
<td>Aborts the media object.</td>
</tr>
<tr>
<td>pause</td>
<td>action</td>
<td>Pauses the media object.</td>
</tr>
<tr>
<td>resume</td>
<td>action</td>
<td>Resumes the media object (makes it continues) after being paused.</td>
</tr>
</tbody>
</table>

the same media-block that was used to create it but marked with a condition (to be part of a link). Figure 2 shows this process (see the icon that appears at right-top of the media block).

The step (2), i.e., the creation of a media-action block, follows the same procedure of the creation of the media-condition, but the author uses an action block colliding with a media object block.

After having a media-condition or media-action block, it is also possible to change it easily. To do so, the author just needs to collide another condition or another action block with the media-condition or media-action block. This way, the same media object can have different roles in different links. Figure 3 shows a media-condition block with the condition OnEnd being changed into a media-action block with the action Start.

Finally, the step (3) above, i.e., the creation of the link itself, is performed by colliding a media-condition block with a media-action block. Figure 4 exemplifies this process by the creation of a link onBegin media1 stop media2.

Besides the above blocks, BumbAR also provides the initial block. That block is used to mark a media block informing that the associated media object must be started when the multimedia presentation starts. Similar to the other cases, an author marks a media block to start when the application starts, but dragging and colliding a media block with an initial block. By doing so, an icon with the symbol of the initial block is attached to the left-top corner of the media block. Figure 5 exemplifies this process.
3.2 Prototype Implementation

The above authoring process is concretized in the BumbAR authoring tool. The BumbAR tool is implemented as an asset in the Unity game engine [36]. By reusing the Unity engine’s user interface and components, BumbAR also provides an environment for both composing multimedia presentations using augmented reality and playing them.

Indeed, the BumbAR tool has two modes: *editing mode* and *presentation mode*. The former is the mode in which multimedia presentations are composed using the authoring process previously described, and the latter is the mode in which the developed presentations are presented. Figure 6 highlights the two modes and the integration with the Unity environment.

![Figure 6: The BumbAR tool architecture.](image)

The BumbAR tool was developed using C#, one of the languages supported by Unity. The Vuforia package for Unity [16] is used for the recognition of AR markers. The AR blocks 3D models, the implementation of collisions, and the media playback control use Unity’s native components. C# events and methods are used to implement the BumbAR causal link systems; *conditions* are implemented using C# events, and *actions* using its methods.

Currently, the AR markers discussed in the previous section are supported. Adding new markers (e.g. to support all the NCM events) is possible and relatively easy for one with knowledge of the Unity environment. Extra markers can be created by adding a new *database* of markers in the Vuforia Developer Portal. A *database* consists of images uploaded and converted into markers in the Vuforia Developer Portal. Then, a new database can be added in the BumbAR tool by downloading and importing it as a package on Unity. After that, a new marker is added by selecting the desired *block* (for instance, a *media block*) and changing its *database* (selecting the new one that was created) and the desired marker. This process only describes the addition of a new marker. In order to implement new *actions* and *conditions*, it is necessary to implement their behavior using C# methods and events as cited before.

 Besides presenting the created multimedia presentation, the BumbAR tool also supports exporting it to *Nested Context Language* (NCL). NCL is the standard language of the Brazilian Terrestrial Digital TV System (SBTVD-T) [1] and ITU-T H.761 recommendation from the International Telecommunications Union (ITU-T) [18]. There are open-source and commercial NCL players for both digital TV [12] and the Web [25, 32]. Thus, a multimedia presentation composed with the BumbAR tool can also be executed in those environments. Since BumbAR and NCL use similar concepts from the NCM model, such as media objects and links, exporting from the internal representation of BumbAR to NCL is straightforward.

4 EVALUATION

To evaluate the BumbAR approach, we designed a qualitative empirical study in which participants were asked to develop a multimedia presentation using the system. Afterwards, they were invited to fulfill a questionnaire with their perceptions about the authoring tool. The main goal of the study was to analyze the users’ attitude towards the development of multimedia presentations using BumbAR, and, more generally, an AR-based user interface system for creating such presentations.

In the remainder of this section, we detail the methodology we used (Section 4.1), the participants’ profiles (Section 4.2), and the results of the study (Section 4.3).

4.1 Methodology

The empirical study was conducted with one participant at a time and it was composed of 5 distinct phases:

- **Consent term presentation**: The consent term is presented, verbally emphasizing the goals of our research. The participant is invited to consent or not to participate in the research, signing the consent term in case of consenting with it.
- **Pre-experiment interview**: The goal of this phase is to elaborate the participant’s profile, especially about his or her knowledge about multimedia presentations and augmented reality. A detailed characterization of the participants’ profile is presented in Section 4.2.
- **BumbAR presentation**: The goal of this phase is to get the participant to know BumbAR essential concepts and how to compose multimedia presentations with it. To achieve that, the BumbAR tool and its authoring process are presented to the participant.
- **Tasks execution**: The participant is invited to read the scenario. After that, the multimedia presentation is played emphasizing the expected results.
- **Post-experiment interview**: The goal of this phase is to identify the participant’s perceptions about the tasks, and the facilities and difficulties he or she had while using BumbAR. Some observations made by the researchers during the task were also discussed with the participants.

The tasks used in the *Task execution* phase were chosen regarding the completeness of the experiment. For that reason, we envisioned a multimedia presentation in which all the markers and links available in the current version of the BumbAR tool are used. A video describing the authoring process of this presentation can be seen.

\(^1\) In the Unity context, assets add extra content and functionalities to the engine. It may be easily reused as a component.

\(^2\) [https://developer.vuforia.com/target-manager](https://developer.vuforia.com/target-manager)
in our auxiliary material. Figure 7 shows the expected behavior of the multimedia presentation to be developed by the participants. We divided the steps to compose the presentation into four tasks, which the participants could follow as a guideline. The chosen tasks were displayed on a monitor during the experiment, and they are the following:

- **Task 1**: configure for four video objects with maximum volume:
  - video 1: it has the URL `video1.mp4` and fills the full screen;
  - video 2: it has the URL `video2.mp4` and fills the left half of the screen;
  - video 3: it has the URL `video3.mp4` and fills the right half of the screen; and
  - video 4: it has the URL `video4.mp4` and fills the full screen.
- **Task 2**: Compose a multimedia presentation that plays video 1.
- **Task 3**: Extend the multimedia presentation developed in Task 2 to do the following: when video 1 ends, play two other video objects, video 2 and video 3, at the same time, knowing that video 3 starts when video 2 starts.
- **Task 4**: Extend the multimedia presentation developed in Task 3 to do the following: when video 2 ends, stops video 3 and plays video 4.

![Video 1, Video 2, Video 3, Video 4](image)

Figure 7: Expected artifact from experiment

To compose the presentation, the participants used an AR installation that consisted of one notebook with the BumbAR tool, one webcam and the AR markers used in the authoring tool. The markers were restricted to the *initial* marker, *condition* markers, *action* markers and four media object markers.

For the *Post-experiment interview* phase, we designed a questionnaire based on the Technology Acceptance Model (TAM) [8–10, 38], which is extensively used by works aiming to evaluate the acceptance of new technologies [3, 27, 41]. The TAM model proposes the conception of statements for technologies evaluation based on two concepts: perceived usefulness (PU) and perceived ease-of-use (PEOU). Davis et al. [10] define PU as “the degree to which a person believes that using a particular system would enhance his or her job performance” and PEOU as “the degree to which a person believes that using a particular system would be free of effort.”

Table 3 shows the TAM-based questionnaire we designed for the qualitative evaluation. It is composed of seven PU statements and seven PEOU statements and two open-ended questions for the participants to give opinions about the tool. Each of the statements had options based on a 7-point Likert scale of level of agreement [37], with the following options: 1 - Strongly disagree; 2 - Disagree; 3 - Somewhat disagree; 4 - Neither agree or disagree; 5 - Somewhat agree; 6 - Agree; and 7 - Strongly Agree.

### 4.2 Participants

The empirical study involved undergraduate students in two courses: Computer Science and Design. This group was chosen because the development of multimedia applications is often present in the curriculum of these professionals. A total of 15 students with ages varying from 20 to 27 years participated in the study.

The participants’ expertise level in the development of multimedia presentations and in augmented reality applications was also taken into consideration. They were measured on a seven-point Likert scale ranging from 1 (None) to 7 (Expert).

Figure 8 shows, in percentage and absolute values, the participants’ expertise in both the development of multimedia presentations and augmented reality.

![Expertise in multimedia applications](image)

(a) Participants’ expertise in the development of multimedia applications

![Expertise in augmented reality](image)

(b) Participants’ expertise in augmented reality

### 4.3 Results

There have been no technical problems during the experiment so that the participant could focus on the merits of the study. All of them completed the proposed tasks and, consequently, developed the requested multimedia presentation. The mean time taken by the participants to develop the multimedia presentation was 13 minutes and 49 seconds, with a standard deviation of 3 minutes and 17 seconds.

To find the internal consistency of the gathered data, we calculated the Cronbach’s alpha coefficient for the two groups of statements measured on a Likert scale, PU and PEOU. The Cronbach’s alpha for the PU statements is 0.7637, while for the PEOU statements is 0.8433. (A Cronbach’s alpha greater than 0.7 usually
Table 3: The TAM-based questionnaire used in the evaluation

<table>
<thead>
<tr>
<th>Questionnaire Statements</th>
</tr>
</thead>
<tbody>
<tr>
<td>PU1</td>
</tr>
<tr>
<td>PU2</td>
</tr>
<tr>
<td>PU3</td>
</tr>
<tr>
<td>PU4</td>
</tr>
<tr>
<td>PU5</td>
</tr>
<tr>
<td>PU6</td>
</tr>
<tr>
<td>PU7</td>
</tr>
<tr>
<td>PEOU1</td>
</tr>
<tr>
<td>PEOU2</td>
</tr>
<tr>
<td>PEOU3</td>
</tr>
<tr>
<td>PEOU4</td>
</tr>
<tr>
<td>PEOU5</td>
</tr>
<tr>
<td>PEOU6</td>
</tr>
<tr>
<td>PEOU7</td>
</tr>
<tr>
<td>Free1</td>
</tr>
<tr>
<td>Free2</td>
</tr>
</tbody>
</table>

indicates that the reliability of the statements is at a satisfactory level.)

Figure 9 shows the percentage of each statements’ answer to the PU and PEOU statements. All the statements had mostly positive answers. The statements PU6, which says “I think the system is useful” and PEOU5 which says “I think the system is easy to use” have a significant level of agreement, having answers 5 - somewhat agree or higher. These results reveal that, in the participants’ opinion, the BumbAR proposal is both useful and easy to use.

Also, as previously mentioned, we took some notes of interesting informal commentaries made by the participants about the authoring process. Indeed, together, the informal commentaries and the open-ended questions have been proved to be a very interesting data, which is usually lost in a pure quantitative experiment. From the positive side, most of the participants mentioned the intuitiveness aspect of the BumbAR approach and that it makes the authoring process more enjoyable. From the negative side, most of them highlighted the necessity of showing the history of links already created, something that is currently not supported by the tool.

A particular participant said the following about the BumbAR approach: “it is faster and less complicated than other methods I know”. According to the results, most of the participants agreed with him/her: 86.67% of the participants believe that the system makes the development of multimedia presentations fast, while 66.67% found it more convenient than the traditional ones.

5 FINAL CONSIDERATIONS

In this work, we proposed and AR-Based approach for composing multimedia presentations. The proposed approach is based on the event-condition-action model of Nested Context Model (NCM). Moreover, we presented the BumbAR tool, which implements the BumbAR approach with an implementation based on Unity, allowing users to compose, preview, and generate an NCL document of their multimedia presentations. To evaluate our proposal, we designed a qualitative study based on the TAM model. The participants of the study found the approach both useful and easy-to-use.

Although our current implementation of the BumbAR tool discussed in Section 3.2 is capable of developing a large number multimedia presentations, it still does not fully implements all the conditions and actions present in the NCM model, such as the ones related to selection and attribution. Those types of conditions and actions allow the dynamic modification of properties of the media objects, such as their volume and transparency. The implementation of other conditions and actions is one of our future work.

In the BumbAR approach, we used NCM causal links to specify relationships and the temporal synchronism between media objects. As another future work, we also intend to explore other approaches for defining that synchronism. For instance, the Synchronized Multimedia Integration Language (SMIL)[29] approach proposes the synchronization between media objects based on two concepts: par and seq. Media objects in a seq container play sequentially: when one ends the next starts; whereas media in a par container play in parallel: they start and end at the same time. For many types of multimedia presentations, it is possible to ease its authoring process using such abstractions. Those additional concepts can be implemented by extending the current BumbAR approach for supporting the composition of complexes behaviors based on the existent ones.

Finally, even though the qualitative study based on the TAM model helped us reaching significant conclusions about the BumbAR approach, further analysis is still necessary for evaluating the
real applicability of an AR-based user interface for authoring multimedia presentations. In special, it is necessary a more in-depth study explicitly comparing such approach with the WIMP-based authoring tools. Thus, as another future work, we intend to perform a quantitative evaluation comparing the time needed for performing the same tasks with both the BumbAR tool and desktop-based authoring tools.
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